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Each layer provides a service to the layer above
by using the services of the layer directly below It

Applications __
XodaAt 0 2y X

Reliable (or unreliable) transport— kSMTP HTTP FtTP.._}

XodAt i 2yX —\Jcp uop...

Besteffort global packet delivery
XodAf (i 2y X —

Besteffort local packet delivery ~  ethernet F‘F’k
XodzAt G 2y X

( CSMA async snnet...\

Physical transfer of bits copper fibre radio...



Since when bits arrive they must make it to
the application, all the layers exist on a host

hosts

Application

Transport

Network

Link




A networkconnections characterized by
Its delay loss rateandthroughput

¢« THy
delay loss % throughput .

How long does it take for a packet to reach the destination
What fraction of packets sent to a destination are dropped?
At what rate Is the destination receiving data from the source?



Thisweek

Fundamentathallengeg Part |
Routing

How do you deliver packet
from a sourceto destination?



Think of IP packets as envelopes

Packet



Think of IP packets as envelopes

Header

Theyhave
a header

&

Payload a payload



Theheadercontainsmetadataneededfor

forwardingthe packet o
E.qg identify the

srcaddress > SOUMCE .
dstaddress » destination - .

of the communication

Payload



Thepayloadcontainsthe datato be delivered

<html lang="en">»
<head>
<meta charset="utf-§">
<link rel="dns-prefetch”
<link rel="dns-prefetch”
<link rel="dns-prefetch”
<link rel="dns-prefetch”

ts-cdn.github.com">
ars@.githubusercontent. com™s>
arsl.githubusercontent.com™:>
ars2.githubusercontent. com™s>
<link rel="dns-prefetch” ars3.githubusercontent.com™:>
<link rel="dns-prefetch” hub-cloud.s3.amazonaws.com™>
<link rel="dns-prefetch” s/ fuser-images. githubusercontent . com/">

Payload

<link crossorigin="anonymous" media="all" integrity="sha512-mjQPRAhZYSAAsPAZzipNfPO7PT4g0Emk@uZs150bL/ vsNCRGxIURZWYZ 1s9MICoy2Zy RN aMmEVFKIDpCuig@ma==" rel="stylesheet”
href="https: //assets-cdn.github.com/assets/frameworks-df973873d88af28fbbaea263fblef62b.cs5™ />

<link crossorigin="anonymous" media="all" integrity="sha512-sFylaerRMF20vD7BxrIw3ulMZIbgMvqlbTgActsZxenXpypTqYF30WE0IdOHsx2GIrcmQhxUlpaT9sUNjesm/3g==" rel="stylesheet”
href="https://assets-cdn.github. com/assets/github-c8h7f8ba21daeadaacia0:4f3db4salc,. 5™ />

<meta name="viewport" content="width=device-width">

<titlerJuniper/grpc-c: C implementation of gRPC layered on top of core library</title>
<meta name="description™ content="C implementation of gRPC layered on top of core library - Juniper/grpc-c”»
<link rel="search” type="application/opensearchdescription+xml™ href="/opensearch.xml™ title="GitHub">

<link rel="fluid-icon" href="https://github.com/fluidicon.png" title="GitHub">




Routersforward IP packets halpy-hop
towardstheir destination
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Routersforward IP packets halpy-hop
towardstheir destination
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dst Google




Routersforward IP packets halpy-hop
towardstheir destination

src Bob

dst Google




[ SGQa OKSO]l ¢6KIF U Aa
between two neighboring routers

Google




Twoneighboringouters

LOSA HOUS

|2 IF4 IF2 IF4
Data Plane Data Plane

IF1 IF3 IF1 I3



Upon packet reception, routelscallylookup
their forwarding table to know where to send it next

LOSA
IF2 IF4
Data Plane
IF1 IF-3
Packet Forwarding table
src Bob destination output
Bob IF1

dst Google Google IE4



According to thdwd table,
the packet should beirected to |

LOSA
IF2 IF4
Data Plane
IF1 IF-3
Packet Forwarding table
src Bob destination output
Bob IF1

dst Google

— Google I~4



According to théwd table,

the packet should beirected to |

IF-2
q
q

IF1

LOSA

Data Plane

|IF-4 IF-2

o
| ——

IF3 IF1

Packet

src Bob

dst Google

HOUS

Data Plane

IF-4
E
E

IF3



Forwarding isepeated at each router

until the destination I1s reached

IF-2
q
q

IF1

LOSA

Data Plane

IF4 IF-2

o
| ——

IF3 IF1

Packet

src Bob

dst Google

HOUS
IF4
Data Plane
IF-3
Forwarding table
destination output
Bob I~2
Google IF3



Forwarding isepeated at each router

until the destination I1s reached

IF-2
q
q

IF1

LOSA

Data Plane

IF4 IF-2

o
| ——

IF3 IF1

Packet

src Bob

dst Google

HOUS
IF4
Data Plane
IF3
Forwarding table
destination output
Bob IF-2
— Google IF3



Forwarding isepeated at each router
until the destination Is reached

IF-2
q
q

IF1

LOSA

Data Plane

I~4 IF-2
IF3 IF1

HOUS

Data Plane

IF4
| —
[ N
I3

Packet

src Bob

dst Google



Nowadays networkquipmentscan have
Terablts 7per secormf forwardlng capamty
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Forwarding decisions necessarily depend on
the destination but can also depend on other criteria

criteria destination mandatory (why?)
source requires 11 states
Input port traffic engineering

+any other header fields



Forwarding decisions necessarily depend on
the destination but can also depend on other criteria

criteria destination mandatory (why?)

source requires 11 states
Input port traffic engineering

+any other header fields



[ SU Q& do@og antl eStiNdtiorbased routing
Paths from different sources can differ Forwarding table

Src dst output
A A C East
B C South




With destinationbased routing
Paths from different sources coincide once they overlap

Forwarding table

A
dst output
C East
A North

B West




Once patlsto destination meet,
theywill neversplit

Set of paths to the destination produce
a spanning treeooted at the destination:

cover every routerexactly once

only one outgoing arrowat each router



An example of a spanning tree for destinaidn




~Inthe rest of the lecture,
g S Qdndiderdestinationrbasedrouting

The default in the Internet




Where are these forwarding tables coming from?

Forwarding table Forwarding table
destination output destination output
Bob IF1 Bob IF2

Google IF4 Google I3



In addition to a data plane
X

|2 IF4 IF2 IF4
Data Plane Data Plane

IF1 IF3 IF1 I3



In addition to a data plane,
routers are also equipped withcantrol plane

Control Plane Control Plane
I~-2 I~4 I~2 IF-4
Data Plane Data Plane

IF1 IF3 IF1 I3
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Roles Routing
Configuration
Statistics(counters, meters, etc.)

X

I.I



Routings the control plane process that
computesandpopulatesthe forwarding tables

Control Plane Control Plane
Forwarding table Forwarding table
destination output destination output
Bob IF1 Bob IF2

Google IF4 Google IF3



Whileforwardingis alocalprocess,
routingis inherently aylobalprocess

A router should know howhe networklookslike
for directing the packet towards the destination.



Forwarding vs routing

Goal

Scope

Implementation

Timescale

forwarding

directing a packet to
an outgoing link

local

hardware (usually)
(software Is also possible)

nanoseconds

routing

computing the path
packets will follow

global, network wide

software (always)

10s of milliseconds



The goal of routing Is to compute
valid global forwarding state

[Definition]
A global forwarding state is valid if
It alwaysdelivers packets to the correct destination




Valid states

[Theorem]

A global forwarding state is valid (iff =1f and only Ij
A) there are no dead ends

dead end = i.e. no outgoing port defined in the table for a gol&t

B) there are no loops
loop = I.e. packets going around the same set of nodes



A global forwarding state Is valid if and only if
there areno dead ends

dst output
A

C East
A North
B West

No entry fordst C

It drops all traffic to C
dst output
A West
B West




A global forwarding state Is valid if and only if
there areno forwarding loops

dst output
A C East
A North
B West

It bounces traffic back

dst output
C West
A West

B West



Proving the necessary condition Is easy

If a routing state Is valid
then there are no loops or deaeénd

[Proof]
If you run into a dea@&nd or a loop
e 2 daéverfeach the destination



Proving the sufficient condition Is more subtle

If a routing state has no dead end and no loop
then it is valid

[Proof]
A) Assumption: there is only a finite number of ports to visit

B) A packet can never enter a switch via the same port,
otherwise it is a loop (which does not exist by assumption)

C) As such, the packausteventuallyreach the destination




How do we verify that a forwarding
state Is valid?



Verifying that a routing state is valid Is easy

A simplealgorithmfor one destination
1) Mark all outgoing ports with an arrow
2) Eliminate all links with no arrow

3) State Is validff the remaining graphs aspanningtree



Given a graph

dst output
C East

dst output
C East




Mark all outgoing ports with an arrow




Eliminate links with no arro




Eliminate links with no arrow

S

N C
L~ 7
/\A

\J The result Is a spanning tree.
This Is a valid routing state




Example?
Mark all outgoing ports with an arrow




Example?
Eliminate links with no arrow




Example?
Eliminate links with no arrow

S

—

deadend
\J The result Is not a spanningee.

The routing state is not valid




How do we compute valid forwarding
state?



Producing valid routing state Is hard
but doable

Preventingdead-ends
easy

Preventingloops
harderc¢ we will focuson thisX



EXxisting routing protocols differ Iin
how they avoidloops

Essentiallythere are three ways to compute valid routing state

Intuition Example
1) Usetree-like topologies Spanningree
2) Relyon globalnetwork view Linkstate routing
SDN
3) Relyon distributed computation Distancevectorrouting

BGP



1) Usetree-liketopologies Spanningree



The easiest way to avoid loops Is to route traffic
on a loopfree topology

A simplealgorithm
1) Take an arbitrary topology
2) Build a spanning treeand ignore all other links
3) Done!

Why doesit work?
Spanningtrees have only one path
between anytwo nodes



In practicethere can banany spannindgrees
for a given topology




Spannindree #1




Spannindree #2




Spannindree #3




P

2 SQff aSS Kz2g Giees®2 Waekizl S
For now, assume it Is possible



Once we have a spanning tree,
forwarding on It Is easy

Literally just floodthe packets everywhere —

When a packet arrives,
simply send it on all ports




Floodings quite wasteful

uselesdransmissions




Problem
The Issue Is that nodedo not know theirrespective locations

Solution

Nodes can learn how to reach nodéy rememberingwhere
packets came from

Intuition  If flood packetfrom nodeA enteredswitchXon port 4
then switchX canuseport 4to reachnodeA






NodeA canbe reachedthrough
this link

\




Bluenodeslearn
how to reachnode A




Bluenodeslearn
how to reachnode A




Bluenodeslearn
how to reachnode A




All nodesknow how to
reachnode A




B answersbackto A
No needfor floodinganymore

enabling theblue nodes to also learn
where B Is




Learningis topology- dependent

Theyellownodes only know how to reach A (not B)



Routing by flooding on a spannitige
In a nutshell

Cft22R FTANBROG LI O1SU G2 y2RS @&2dzQON
all switches learn where you are

When destination answers, some switches learn where it Is
some because packet to you is not flooded anymore

The decision to flood or not iIs done on each switch
depending on who has communicated before



Spanningree in practice
usedin Ethernet

advantages disadvantages

plug-and-play only usethe links of the spanningtree

configurationfree eliminatemanylinksfrom the topology
iInefficient

automatically adapts slowto reactto failures

to moving host slowto reactto host movement



2) Relyon globalnetworkview Linkstaterouting



If each router knows the entire graph,
it canlocallycompute pathgo all other nodes

Once a nodeal knows the entire topology,
it can compute shortest.Jr § Ka dzaAy 3 5A21aidN) Qa

Initialization Loop
S ={u} while not all nodes in S:
for all nodes v: addw with the smallest D) to S
if (v isadjacentto u): update DY) for alladjacentv (to w) not in S:
D(v) = af,v) D(v) = min{Dy), D) + c,v)}
else:

5600 I K



If each router knows the entire graph,
it canlocallycompute pathgo all other nodes

Once a nodeal knows the entire topology,
it can compute shortest.Jr § Ka dzaAy 3 5A21aidN) Qa

u isthe noderunningthe

Initialization ... algotrithm Loop
S = {uje while not all nodes in S:
while not all nodes in S: addw with the smallest D) to S
for all nodes v: update DY) for alladjacentv (to w) not in S:
if (v isadjacentto u): D) = min{Dy), D) + c(v,v)}
D(v) = o.v) «......
else: el

5000 T K Theweightof link
connectingu and v
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S5A21 aiN) Bxamplée 32 NA 0 KY

Ssetis markedby green

D valuesare written
Insidethe nodes




This algorithm has@n?) complexity
where n Is the number of nodes in the graph

iteration #1 search for minimum through n nodes
iteration #2 search for minimum through-t nodes
iteration #n search for minimum through 1 node

operations =>(n?)



This algorithm has@n?) complexity
where n Is the number of nodes in the graph

iteration #1 search for minimum through n nodes
iteration #2 search for minimum through-t nodes
iteration #n search for minimum through 1 node

operations =>0(n? . -
P O(n’) Better implementations rely on a hea

to find the next node to expand
bringing down the complexity to Q(log n)



Building aglobalviewis
essentiallyequalto solvingigsawpuzzle



Initially,
routers only know their ID and their neighbors

NodeA only knows
B o A) It Is connectedto B and D

B)the weigthsto reachthem
(by configuratior).




Each routers builds a message (known as3imtieAdvertisemen{LSA)
andfloods it(reliably) in the entire network

Node! Cadvertisement
edggA,B); cost=10
edggA,D); cost=5

6 At the end of the flooding process,

everybody share the exact
same view of the network




Dijkstra will always converge to a unique stable state
when run orstaticweights

Dvnamicallychanginowelights canleadto oscillations




The problem of oscillation Is fundamental to
congestiorbased routing with local decisions

Solution#1 Use static weights
ADPSP RZ2Yy QlUawBrdrodryy 3Sa0A2Y

Solution#2 Use randomness to break sedfynchronization
wait(random(0,50ms)); sendéw_link_weigh};

Solution#3 Have the routers agree on the paths to use
essentially meaning to rely on circisivitching



3) Relyondistributedcomputation  Distancevectorrouting



Instead of locally compute paths based on the graph,
paths can be computed in a distributed fashion

Letd,(y) be the cost of the leastost pathknownby x to reach y

1) Each node bundles these distanaei® one message (called a vector)
that it repeatedly sends until convergence to all its neighbors

2) Each node updates its distanaed 8 SR 2y Y SA IKO 2 NA
dy(y) = min{ cx,v) + d(y) }



[ SGQa O2YLJzpssth 6KS &aK:
fromuto D




The values computed by a nodle
depends on what it learns from its neighbds(d E)

B
d,(y) = min{ ck,v) + d(y) }
over all neighborsv
2
Now:
5 D dyD) =min{ of, A) +d,(D),

c(u, B +dgD) }




To unfold the recursion,
t SGQa adl NI

dg(D) = 2

d4D) =5



BandCannounceheir vectorto their neighbors
enablingAto compute its shortespath

B d (D) = min { 1 + ¢gD),
1 +dd{D) }

=min{l+2,1+5}

=3




BandCannounceheir vectorto their neighbors
enablingAto compute its shortespath

B d (D) = min { 1 + ¢gD),
1 +dd{D) }

=min{l+2,1+5}

=3

d«D) = min {1 €{D) }
=mn{l+5}

=6

As soon as a distance vector changes,
each node propagates it to its neighbor



Eventuallythe processconverges
to the shortestpath distance to each destination

A B d,(D) = min { 2 d,(D),
3 +dgD) }

=min{2+3,3+6}

=5

u directsthe traffic to the bestneighbor
bestnb =the onewith the smallestcost inthe forwardingtable



Evaluating theomplexityof DV Is harder,
gSQff 3IASG oF O1 02



To be continueXd



